
Sparse-Matrix Multiplication (SpMM) needs coalesced 
sparse tensors       backward pass is inherently slow 

Gather/Scatter (GS): 
✓ input does not need to be coalesced 
✓ can integrate central node and edge information 

non-deterministic by nature on GPU
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An Intuitive Message Passing Interface based on Gather and Scatter Operations

Fast Graph Representation Learning with
Matthias Fey 

Jan Eric Lenssen

   /rusty1s/pytorch_geometric!

✓ uniform implementations of over 25 GNN operators/models 
✓ extendable via a simple Message Passing interface 
✓ access to over 100 benchmark datasets 
✓ dynamic batch-wise graph generation 
✓ deterministic and differentiable pooling operators 
✓ basic as well as more sophisticated readout functions 
✓ automatic mini-batching for graphs with different sizes 
✓ useful transforms for augmentation, point sampling, ... 
✓ leverages dedicated CUDA kernels 
✓ supports multi-GPUs 
✓ thoroughly documented

A PyTorch Extension Library for Deep Learning on Graphs, Point Clouds and Manifolds

class MyOwnNet(Module): 
    def __init__(self, in_channels, out_channels): 
        self.conv1 = GCNConv(in_channels, 16) 
        self.conv2 = GCNConv(16, out_channels) 
    def forward(self, x, edge_index): 
        x = relu(self.conv1(x, edge_index)) 
        return softmax(self.conv2(x, edge_index))
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ABSTRACT

We introduce PyTorch Geometric, a library for deep learning on irregularly struc-
tured input data such as graphs, point clouds and manifolds, built upon PyTorch. In
addition to general graph data structures and processing methods, it contains a va-
riety of recently published methods from the domains of relational learning and 3D
data processing. PyTorch Geometric achieves high data throughput by leveraging
sparse GPU acceleration, by providing dedicated CUDA kernels and by introduc-
ing e�cient mini-batch handling for input examples of di�erent size. In this work,
we present the library in detail and perform a comprehensive comparative study of
the implemented methods in homogeneous evaluation scenarios.

1 INTRODUCTION

Graph Neural Networks (GNNs) recently emerged as a powerful approach for representation learning
on graphs, point clouds and manifolds (Bronstein et al., 2017; Kipf & Welling, 2017). Similar to the
concepts of convolutional and pooling layers on regular domains, GNNs are able to (hierarchically)
extract localized embeddings by passing, transforming, and aggregating information (Bronstein et al.,
2017; Gilmer et al., 2017; Battaglia et al., 2018; Ying et al., 2018; Morris et al., 2019).

However, implementing GNNs is challenging, as high GPU throughput needs to be achieved on
highly sparse and irregular data of varying size. Here, we introduce PyTorch Geometric (PyG), a
geometric deep learning extension library for PyTorch (Paszke et al., 2017) which achieves high
performance by leveraging dedicated CUDA kernels. Following a simple message passing API, it
bundles most of the recently proposed convolutional and pooling layers into a single and unified
framework. All implemented methods support both CPU and GPU computations and follow an
immutable data flow paradigm that enables dynamic changes in graph structures through time. PyG
is released under the MIT license and is available on GitHub.1 It is thoroughly documented and
provides accompanying tutorials and examples as a first starting point.2

2 OVERVIEW

In PyG, we represent a graph G = (X , (I ,E)) by a node feature matrix X À RNùF and a sparse
adjacency tuple (I ,E), where I À N2ùE encodes edge indices in COOrdinate (COO) format and
E À REùD (optionally) holds D-dimensional edge features. All user facing APIs, e.g., data load-
ing routines, multi-GPU support, data augmentation or model instantiations are heavily inspired by
PyTorch to keep them as familiar as possible.

Neighborhood Aggregation. Generalizing the convolutional operator to irregular domains is typ-
ically expressed as a neighborhood aggregation or message passing scheme (Gilmer et al., 2017)
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(1)

1GitHub repository: https://github.com/rusty1s/pytorch_geometric
2Documentation: https://rusty1s.github.io/pytorch_geometric

1

sparse COO format differentiable functions, e.g., MLPs

add/mean/max

class MyOwnConv(MessagePassing):     
    def __init__(self, ...): 
        super(MyOwnConv, self).__init__('add') 

    def forward(self, x, edge_index, e=None): 
        return self.propagate(edge_index, x=x, e=e) 

    def message(self, x_i, x_j, e):
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Table 2: Graph classification.

Method MUTAG PROTEINS COLLAB IMDB- REDDIT-
BINARY BINARY

Fl
at

GCN 74.6 ± 7.7 73.1 ± 3.8 80.6 ± 2.1 72.6 ± 4.5 89.3 ± 3.3
SAGE 74.9 ± 8.7 73.8 ± 3.6 79.7 ± 1.7 72.4 ± 3.6 89.1 ± 1.9
GIN-0 85.7 ± 7.7 72.1 ± 5.1 79.3 ± 2.7 72.8 ± 4.5 89.6 ± 2.6
GIN-✏ 83.4 ± 7.5 72.6 ± 4.9 79.8 ± 2.4 72.1 ± 5.1 90.3 ± 3.0

H
ie

r. Graclus 77.1 ± 7.2 73.0 ± 4.1 79.6 ± 2.0 72.2 ± 4.2 88.8 ± 3.2
topk 76.3 ± 7.5 72.7 ± 4.1 79.7 ± 2.2 72.5 ± 4.6 87.6 ± 2.4
Di�Pool 85.0 ± 10.3 75.1 ± 3.5 78.9 ± 2.3 72.6 ± 3.9 92.1 ± 2.6

G
lo

ba
l SAGE w/o JK 73.7 ± 7.8 72.7 ± 3.6 79.6 ± 2.4 72.1 ± 4.4 87.9 ± 1.9

GlobalAttention 74.6 ± 8.0 72.5 ± 4.5 79.6 ± 2.2 72.3 ± 3.8 87.4 ± 2.5
Set2Set 73.7 ± 6.9 73.6 ± 3.7 79.6 ± 2.3 72.2 ± 4.2 89.6 ± 2.4
SortPool 77.3 ± 8.9 72.4 ± 4.1 77.7 ± 3.1 72.4 ± 3.8 74.9 ± 6.7

Table 3: Point cloud classification.
Method ModelNet10
MPNN 92.07
PointNet++ 92.51
EdgeCNN 92.62
SplineCNN 92.65
PointCNN 93.28

Table 4: Training runtime comparison.

Dataset Method DGL DGL PyGDB SPMV

Cora GCN 4.19s 0.32s 0.25s
GAT 6.31s 5.36s 0.80s

CiteSeer GCN 3.78s 0.34s 0.30s
GAT 5.61s 4.91s 0.88s

PubMed GCN 12.91s 0.36s 0.32s
GAT 18.69s 13.76s 2.42s

MUTAG RGCN 18.81s 2.40s 2.14s

(Bianchi et al., 2019), SGC (Wu et al., 2019), GCN (Kipf & Welling, 2017) and GAT (Veli�kovi�
et al., 2018) operators follow closely behind.

Graph Classification. We report the average accuracy of 10-fold cross validation on a number of
common benchmark datasets (cf. Table 2) where we randomly sample a training fold to serve as a
validation set. We only make use of discrete node features. In case they are not given, we use one-hot
encodings of node degrees as feature input. For all experiments, we use the global mean operator
to obtain graph-level outputs. Inspired by the Jumping Knowledge framework (Xu et al., 2018), we
compute graph-level outputs after each convolutional layer and combine them via concatenation.
For evaluating the (global) pooling operators, we use the GraphSAGE operator as our baseline. We
omit Jumping Knowledge when comparing global pooling operators, and hence report an additional
baseline based on global mean pooling. For each dataset, we tune (1) the number of hidden units
À {16, 32, 64, 128} and (2) the number of layers À {2, 3, 4, 5} with respect to the validation set.

Due to standardized evaluations and network architectures, not all results are aligned with their o�-
cial reported values. For example, except for Di�Pool (Ying et al., 2018), (global) pooling operators
do not perform as benefically as expected to their respective (flat) counterparts, especially when
baselines are enhanced by Jumping Knowledge (Xu et al., 2018). However, the potential of more
sophisticated approaches may not be well-reflected on these simple benchmark tasks (Cai & Wang,
2018). Among the flat GNN approaches, the GIN layer (Xu et al., 2019) generally achieves the best
results.

Point Cloud Classification. We evaluate various point cloud methods on ModelNet10 (Wu et al.,
2015) where we uniformly sample 1,024 points from mesh surfaces based on face area (cf. Table 3).
As hierarchical pooling layers, we use the iterative farthest point sampling algorithm followed by a
new graph generation based on a larger query ball (PointNet++ (Qi et al., 2017), MPNN (Gilmer
et al., 2017; Simonovsky & Komodakis, 2017) and SplineCNN (Fey et al., 2018)) or based on a fixed
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Table 1: Semi-supervised node classification with both fixed and random splits.

Method Cora CiteSeer PubMed
Fixed Random Fixed Random Fixed Random

Cheby 81.4 ± 0.7 77.8 ± 2.2 70.2 ± 1.0 67.7 ± 1.7 78.4 ± 0.4 75.8 ± 2.2
GCN 81.5 ± 0.6 79.4 ± 1.9 71.1 ± 0.7 68.1 ± 1.7 79.0 ± 0.6 77.4 ± 2.4
GAT 83.1 ± 0.4 81.0 ± 1.4 70.8 ± 0.5 69.2 ± 1.9 78.5 ± 0.3 78.3 ± 2.3
SGC 81.7 ± 0.1 80.2 ± 1.6 71.3 ± 0.2 68.7 ± 1.6 78.9 ± 0.1 76.5 ± 2.4
ARMA 82.8 ± 0.6 80.7 ± 1.4 72.3 ± 1.1 68.9 ± 1.6 78.8 ± 0.3 77.7 ± 2.6
APPNP 83.3 ± 0.5 82.2 ± 1.5 71.8 ± 0.5 70.0 ± 1.4 80.1 ± 0.2 79.4 ± 2.2

Mini-batch Handling. Our framework supports batches of multiple graph instances (of potentially
di�erent size) by automatically creating a single (sparse) block-diagonal adjacency matrix and con-
catenating feature matrices in the node dimension. Therefore, neighborhood aggregation methods
can be applied without modification, since no messages are exchanged between disconnected graphs.
In addition, an automatically generated assignment vector ensures that node-level information is not
aggregated across graphs, e.g., when executing global aggregation operators.

Processing of Datasets. We provide a consistent data format and an easy-to-use interface for the
creation and processing of datasets, both for large datasets and for datasets that can be kept in memory
during training. In order to create new datasets, users just need to read/download their data and
convert it to the PyG data format in the respective process method. In addition, datasets can be
modified by the use of transforms, which take in separate graphs and transform them, e.g., for
data augmentation, for enhancing node features with synthetic structural graph properties (Cai &
Wang, 2018), to automatically generate graphs from point clouds or to sample point clouds from
meshes.

PyG already supports a lot of common benchmark datasets often found in literature which are au-
tomatically downloaded and processed on first instantiation. In detail, we provide over 60 graph
kernel benchmark datasets3 (Kersting et al., 2016), e.g., PROTEINS or IMDB-BINARY, the cita-
tion graphs Cora, CiteSeer, PubMed and Cora-Full (Sen et al., 2008; Bojchevski & Günnemann,
2018), the Coauthor CS/Physics and Amazon Computers/Photo datasets from Shchur et al. (2018),
the molecule datasets QM7b (Montavon et al., 2013) and QM9 (Ramakrishnan et al., 2014), the
protein-protein interaction graphs from Hamilton et al. (2017), and the temporal datasets Bitcoin-
OTC (Kumar et al., 2016) ICEWS (Boschee et al., 2015), GDELT (Leetaru & Schrodt, 2013). In
addition, we provide embedded datasets like MNIST superpixels (Monti et al., 2017), FAUST (Bogo
et al., 2014), ModelNet10/40 (Wu et al., 2015), ShapeNet (Chang et al., 2015), COMA (Ranjan et al.,
2018), and the PCPNet dataset from Guerrero et al. (2018).

3 EMPIRICAL EVALUATION

We evaluate the correctness of the implemented methods by performing a comprehensive compara-
tive study in homogeneous evaluation scenarios. Descriptions and statistics of all used datasets can
be found in Appendix B. For all experiments, we tried to follow the hyperparameter setup of the
respective papers as closely as possible. The individual experimental setups can be derived and all
experiments can be replicated from the code provided at our GitHub repository.4

Semi-supervised Node Classification. We perform semi-supervised node classification (cf. Ta-
ble 1) by reporting average accuracies of (a) 100 runs for the fixed train/val/test split from Kipf &
Welling (2017), and (b) 100 runs of randomly initialized train/val/test splits as suggested by Shchur
et al. (2018), where we additionally ensure uniform class distribution on the train split.

Nearly all experiments show a high reproducibility of the results reported in the respective papers.
However, test performance is worse for all models when using random data splits. Among the ex-
periments, the APPNP operator (Klicpera et al., 2019) generally performs best, while the ARMA

3Kernel datasets: http://graphkernels.cs.tu-dortmund.de
4
https://github.com/rusty1s/pytorch_geometric/benchmark
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Table 2: Graph classification.

Method MUTAG PROTEINS COLLAB IMDB- REDDIT-
BINARY BINARY

Fl
at

GCN 74.6 ± 7.7 73.1 ± 3.8 80.6 ± 2.1 72.6 ± 4.5 89.3 ± 3.3
SAGE 74.9 ± 8.7 73.8 ± 3.6 79.7 ± 1.7 72.4 ± 3.6 89.1 ± 1.9
GIN-0 85.7 ± 7.7 72.1 ± 5.1 79.3 ± 2.7 72.8 ± 4.5 89.6 ± 2.6
GIN-✏ 83.4 ± 7.5 72.6 ± 4.9 79.8 ± 2.4 72.1 ± 5.1 90.3 ± 3.0

H
ie

r. Graclus 77.1 ± 7.2 73.0 ± 4.1 79.6 ± 2.0 72.2 ± 4.2 88.8 ± 3.2
topk 76.3 ± 7.5 72.7 ± 4.1 79.7 ± 2.2 72.5 ± 4.6 87.6 ± 2.4
Di�Pool 85.0 ± 10.3 75.1 ± 3.5 78.9 ± 2.3 72.6 ± 3.9 92.1 ± 2.6

G
lo

ba
l SAGE w/o JK 73.7 ± 7.8 72.7 ± 3.6 79.6 ± 2.4 72.1 ± 4.4 87.9 ± 1.9

GlobalAttention 74.6 ± 8.0 72.5 ± 4.5 79.6 ± 2.2 72.3 ± 3.8 87.4 ± 2.5
Set2Set 73.7 ± 6.9 73.6 ± 3.7 79.6 ± 2.3 72.2 ± 4.2 89.6 ± 2.4
SortPool 77.3 ± 8.9 72.4 ± 4.1 77.7 ± 3.1 72.4 ± 3.8 74.9 ± 6.7

Table 3: Point cloud classification.
Method ModelNet10
MPNN 92.07
PointNet++ 92.51
EdgeCNN 92.62
SplineCNN 92.65
PointCNN 93.28

Table 4: Training runtime comparison.

Dataset Method DGL DGL PyGDB GS

Cora GCN 4.19s 0.32s 0.25s
GAT 6.31s 5.36s 0.80s

CiteSeer GCN 3.78s 0.34s 0.30s
GAT 5.61s 4.91s 0.88s

PubMed GCN 12.91s 0.36s 0.32s
GAT 18.69s 13.76s 2.42s

MUTAG RGCN 18.81s 2.40s 2.14s

(Bianchi et al., 2019), SGC (Wu et al., 2019), GCN (Kipf & Welling, 2017) and GAT (Veli�kovi�
et al., 2018) operators follow closely behind.

Graph Classification. We report the average accuracy of 10-fold cross validation on a number of
common benchmark datasets (cf. Table 2) where we randomly sample a training fold to serve as a
validation set. We only make use of discrete node features. In case they are not given, we use one-hot
encodings of node degrees as feature input. For all experiments, we use the global mean operator
to obtain graph-level outputs. Inspired by the Jumping Knowledge framework (Xu et al., 2018), we
compute graph-level outputs after each convolutional layer and combine them via concatenation.
For evaluating the (global) pooling operators, we use the GraphSAGE operator as our baseline. We
omit Jumping Knowledge when comparing global pooling operators, and hence report an additional
baseline based on global mean pooling. For each dataset, we tune (1) the number of hidden units
À {16, 32, 64, 128} and (2) the number of layers À {2, 3, 4, 5} with respect to the validation set.

Due to standardized evaluations and network architectures, not all results are aligned with their o�-
cial reported values. For example, except for Di�Pool (Ying et al., 2018), (global) pooling operators
do not perform as benefically as expected to their respective (flat) counterparts, especially when
baselines are enhanced by Jumping Knowledge (Xu et al., 2018). However, the potential of more
sophisticated approaches may not be well-reflected on these simple benchmark tasks (Cai & Wang,
2018). Among the flat GNN approaches, the GIN layer (Xu et al., 2019) generally achieves the best
results.

Point Cloud Classification. We evaluate various point cloud methods on ModelNet10 (Wu et al.,
2015) where we uniformly sample 1,024 points from mesh surfaces based on face area (cf. Table 3).
As hierarchical pooling layers, we use the iterative farthest point sampling algorithm followed by a
new graph generation based on a larger query ball (PointNet++ (Qi et al., 2017), MPNN (Gilmer
et al., 2017; Simonovsky & Komodakis, 2017) and SplineCNN (Fey et al., 2018)) or based on a fixed
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